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Abstract—Analyzing students’ emotions from classroom videos can help both teachers and parents quickly know the engagement of
students in class. The availability of high-definition cameras creates opportunities to record class scenes. However, watching videos is
time-consuming, and it is challenging to gain a quick overview of the emotion distribution and find abnormal emotions. In this paper, we
propose EmotionCues, a visual analytics system to easily analyze classroom videos from the perspective of emotion summary and
detailed analysis, which integrates emotion recognition algorithms with visualizations. It consists of three coordinated views: a
summary view depicting the overall emotions and their dynamic evolution, a character view presenting the detailed emotion status of
an individual, and a video view enhancing the video analysis with further details. Considering the possible inaccuracy of emotion
recognition, we also explore several factors affecting the emotion analysis, such as face size and occlusion. They provide hints for
inferring the possible inaccuracy and the corresponding reasons. Two use cases and interviews with end users and domain experts are
conducted to show that the proposed system could be useful and effective for analyzing emotions in the classroom videos.
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1 INTRODUCTION

EMOTIONS play a critical role in understanding class-
room learning contexts. Prior studies have shown that

emotions can influence students’ learning behaviors [1],
[2], [3], [4], [5]. For example, emotions can affect students’
attention, their motivation to learn [6], students’ learning
strategies and self-regulation [2]. On the other hand, stu-
dents’ emotions can give important hints about their learn-
ing status in class. Specifically, students’ emotions can reflect
their feelings about the course content and indicate their
engagement in group discussions. Therefore, it is of great
value to explore the emotions of students in a classroom
context. This kind of information can help both teachers and
parents know about students’ learning status and further
help teachers improve teaching.

However, it is not easy for teachers to quickly capture
and explore students’ emotions in the classroom context [4],
especially when they need to pay attention to many students
at the same time. With the great development of digital
technologies, it is possible to videotape student behaviors
by using suitable recording equipment [7]. Analyzing these
videos provides teachers and parents with great opportu-
nities to tackle the above issues. Inspired by this, we are
motivated by a crucial research question: how can we help
teachers and parents better explore students’ emotion status and
their engagement in class through classroom videos?

The most straightforward way to digest classroom
videos is watching them one by one. However, it is very
time-consuming, especially when users need to conduct
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emotion analysis for every student. Although video sum-
marization techniques have been widely used in analyzing
different kinds of videos, such as surveillance videos [8]
and sports videos [9], they could not directly be applied
to summarize emotions in classroom videos. These general
summarization techniques usually extract keyframes from
a video based on different criteria [10], such as object
recognition and event detection, and do not explore emo-
tion evolution in videos. In addition, without providing a
user-friendly interface and smooth interactions to support
different analysis requirements, it is hard for users to ex-
plore students’ behaviors in classroom videos using existing
emotion recognition methods [11]. Therefore, an interactive
visualization system that supports emotion extraction and
visual analysis of students’ emotion evolution would be
highly valuable for parents and teachers.

It is a nontrivial task to visually summarize and analyze
the emotion evolution of a group of people from lengthy
and continuously recorded classroom videos due to three
major challenges. First, summarizing the emotion evolu-
tion of a group of people is challenging. It is not easy to
visually summarize multiple persons’ emotion trends with
little visual clutter and allow users to explore the emotion
trend of an individual at the same time. Second, uncovering
emotion patterns of each person is difficult, let alone com-
paring emotion patterns of different people. Various factors
have to be taken into consideration, such as the emotion
distribution across time, the correlation between different
emotions, face size, and occlusion. Third, the results from
the computer vision algorithms for emotion recognition are
still not perfect [11]. Many factors account for the inaccurate
results, such as complex face conditions and head motion
occlusion [12]. These inaccurately extracted emotions may
mislead users, and it is challenging to deal with these
issues. Therefore, when designing a visualization system,
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we should inform users of the potential errors and factors
that can lead to these errors.

To address these challenges, we have designed and de-
veloped an interactive visualization system called Emotion-
Cues, to analyze classroom videos with emotion-based cues
at various levels of details. Our system contains three major
views: the summary view displaying the overall emotions
and their dynamic evolution, the character view describing
personal characteristics related to emotions, and the video
view enhancing the video analysis with further details.
Given the possible inaccuracy of emotion recognition, we
identify several influencing factors and visually encode
them in our proposed system to infer students’ situations.
We believe these influencing factors play an important role
in emotion analysis. For example, a person who is far away
from the camera and often has a relatively smaller face size
in the video is more likely to be incorrectly recognized.
Moreover, for a person who is often occluded by others,
the emotion recognition has a higher risk of being incorrect.
Thus, we integrate these influencing factors into our analyti-
cal workflow. Rich interactions are also provided to enhance
our system. To evaluate the usefulness and effectiveness of
EmotionCues, we present two use cases and collect feedback
through interviews with end users and domain experts. The
major contributions of this paper are as follows:

• We propose an interactive visualization system to
support automatic emotion extraction from class-
room videos and multi-level visual summarization
from the perspective of emotion.

• We, for the first time, integrate the model uncertainty
into emotion analysis for classroom videos and pro-
vide visual cues for reasoning about the emotion
evolution.

• We conduct two use cases and interviews with end
users and domain experts to show the usefulness and
effectiveness of our system.

2 RELATED WORK

The related work of this paper can be categorized into
three types: emotion analysis in learning scenarios, video
visualization, and temporal data visualization.

2.1 Emotion Analysis in Learning Scenarios
Emotion analysis for understanding students’ learning sta-
tus has received considerable attention over the past few
years. It is widely believed that emotions have great effects
on students’ learning and achievement [1], [2], [3]. Firstly,
emotions can affect students’ motivation and efforts toward
their study [6]. Secondly, emotions have a great influence
on students’ cognitive processes, such as attention, learning
and memory [13]. Thirdly, emotions can influence students
on choosing their learning strategies and adjusting their
level of self-regulation in learning [2]. Therefore, emotions
can motivate and guide students’ behaviors in learning,
which serves as indicators of the status of students’ partici-
pation in learning. Analyzing and understanding students’
emotions can help teachers better organize their teaching
and improve students’ performance in learning [2].

Various approaches have been proposed to capture
and measure students’ emotions in learning scenarios [14],

which can mainly be divided into two categories: self-report
methods and non-self-report methods. Self-report methods allow
users to collect emotion data that are not observed directly at
relatively low cost. For example, Balaam et al. [4] collected
emotion data with the Subtle Stone designed for support-
ing students’ emotional communication in the classroom.
However, data collected by self-report methods can sometimes
be biased or unreliable. Also, self-report methods may dis-
tract students from the learning content when used during
classes. Non-self-report methods are proposed to solve this
problem, such as detecting learners’ emotions in texts with
language processing methods [15] and analyzing students’
emotions in images with computer vision techniques [16]. In
this paper, we apply computer vision techniques to analyze
students’ emotions in classroom videos.

Visualization can facilitate emotion analysis in learning
scenarios. A multitude of studies have been conducted on
analyzing and visualizing collected emotion data [17], [18],
[19], [20]. However, existing work cannot be directly applied
to our target scenarios, i.e., analyzing both an individual’s
and a group of people’s emotion evolution in classroom
videos. For example, Hernandez et al. [17] and Srivastava
et al. [18] applied computer vision techniques to extract
emotions from images or videos. However, they simply
provided basic visual representations to describe emotion
information without further analysis. Zhao et al. [19] pro-
posed a system named PEARL for understanding personal
emotion styles derived from social media by applying text
analysis. However, this work mainly focused on analyzing
individual emotion evolution without considering a group
of people. Aimed at users’ emotional reactions in public
events, Kempter et al. [20] described EmotionWatch, a tool
that visually summarized the emotion evolution of a group
of people. However, this tool did not allow users to track
and analyze individual emotion evolution. What is more,
existing work failed to consider how to handle the inaccu-
racy of emotion recognition algorithms, which is important
in our target scenarios.

In our paper, we focus on analyzing the emotion of both
an individual and a group of people in videos. We propose
a visualization system to conduct a detailed analysis of the
emotion evolution and summarize content in a video from
the perspective of emotion. Our system incorporates auto-
matic emotion extraction and provides users with insights
into the possible inaccurate results.

2.2 Video Visualization
Video visualization aims at using visualization techniques to
provide users with a quick overview of the video content.
The important information (e.g., some key features and
crucial events) is extracted from the original video and
presented through a visual method, helping users easily
recognize certain patterns of a video. Borgo et al. [21]
conducted a comprehensive survey on the research of this
topic. After Daniel and Chen first introduced video vi-
sualization [8], it has been successfully applied in many
applications such as sports video analysis [22], [23], [24],
presentation video analysis [25], surveillance [26], [27] and
biology applications [28]. Also, there are some studies fo-
cusing on efficiently exploring large video collections, such
as Video Lens [29].
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Depending on whether the video frames are used in
the visualization or not, video visualization techniques can
be roughly divided into two categories [28]: image-based
techniques and abstract techniques. The image-based techniques
usually select the representative frames of a video to convey
the key information. Some work attempts to provide a quick
navigation for viewers and still maintain the full video
content [30], [31], [32], [33]. Other studies compress video
content. For example, Kang et al. [34] introduced a space-
time video montage, where the informative parts of the
video are selected and merged together. Video skimming
techniques generate a short summary of the video by re-
moving the less interesting parts [35]. The abstract techniques
are employed to visualize the temporal attributes of the
video in an indirect way, where the objects in the video may
not be directly shown. Daniel and Chen [8] used volume
visualization techniques to summarize the video sequences
and bent the video volume into a horseshoe shape, which
was further extended by considering the motion flow [36].
Duffy et al. [28] designed a glyph to encode the attributes of
semens in the video. Meghdadi and Irani [26] visualized the
movement trajectory in a 3D cube.

In our work, it is not suitable to apply image-based
techniques since we mainly focus on emotion evolution and
summary. Directly using images will add to users’ burden in
tracking the emotion evolution of people in videos. There-
fore, we mainly adopt abstract techniques, which directly
extract people’s emotion information from videos, and then
visualize the emotion information in an effective way to
facilitate analysis. At the same time, due to insufficient
performance of recognition algorithms, model uncertainty
needs to be taken into consideration. Höferlin et al. [37]
proposed a visual analytics method to handle the uncer-
tainty of tracking moving objects in videos, which allows
users to provide filtering-based relevant feedback. A lot
of research has focused on directly visualizing uncertainty
data to raise users’ awareness about the uncertainty [38],
[39], [40]. In this paper, we adopt both strategies. First, we
directly visualize model uncertainty by visually encoding
some influencing factors, which gives users some hints
about model performance. Then, we also provide a set of
interactions for users to correct errors.

Different from prior work on video visualization, this
work summarizes video content from the perspective of
emotion, which is a field that few studies have focused on
before. Also, to the best of our knowledge, the proposed
system is the first to integrate the model uncertainty into
emotion analysis for classroom videos and provide some
visual cues for reasoning.

2.3 Temporal Data Visualization
There have been various approaches for visualizing and
analyzing temporal data [41], [42]. Here we discuss the most
related visualization techniques for temporal data.

PEARL [19] adopts a themeriver design to show per-
sonal emotion style derived from social media. The height
of each band represents the proportion of corresponding
emotion. Different from this work, we visualize the emotion
information derived from videos and provide an emotion
overview of a group of people. To visualize a group of
people, storyline visualization [43] can intuitively convey

relationships among entities over time. Each person is rep-
resented as a line. For people with a close relationship, the
corresponding lines are drawn closely. However, this kind
of visualization will easily cause serious visual clutter as
the number of people increases. To better visualize a group
of people, aggregation techniques are widely used. For
example, TextFlow [44] uses an aggregation flow to show
the relationships among topics in the text corpora. Similarly,
TelcoFlow [45] adopts an aggregation flow to provide an
overview of the collective behaviors of people’s movements.

Inspired by prior work, we propose a visual analytics
system with the aggregation flow and storyline visualiza-
tion techniques. Our proposed system provides both an
overview of a group of people’s emotions and a detailed
exploration of a specific person’s emotions.

3 DATA AND DESIGN REQUIREMENTS

In this section, we first introduce the video data used in the
paper and the models employed to process videos. Then,
we summarize a set of design requirements based on the
discussion with end users.

3.1 Data Description
The video data we use are mainly collected from our col-
laborating kindergartens. Teachers in the kindergartens use
different cameras to shoot videos of children in class. Each
video is about 10 minutes long (1.26 G) with a resolution
of 1920×1080 and 30 frames per second (FPS). That is,
each video consists of nearly 18,000 high-resolution frames
with a wealth of details. Also, to further demonstrate the
usefulness and effectiveness of our system, we apply the
proposed system to videos with similar scenario settings,
which are collected from university seminars. For more
details, please refer to Section 6.2.

Fig. 1. The workflow of data modeling and processing. Given a video
V , face detection is conducted on sampling frames Ii. Then, face
recognition, emotion recognition and factor extraction are conducted on
detected faces fj . Finally, we obtain the related information, i.e., face
position, identity, emotion, size and occlusion.

3.2 Data Modeling and Processing
Given a video V , we model it as a series of images:
V = {I1, I2, ..., Ii, ..., IN}, where Ii is the i-th frame in
V and N represents the number of frames in V . Each
video contains a large number of frames, and frames in
close proximity are almost the same. Hence, we conduct a
sampling method to remove some redundant frames. For
example, given 30 frames per second, we can evenly extract
three frames in one second by setting the sampling rate to
1/10, which can largely reduce computation cost without
losing too much information. As shown in Fig. 1, when
processing a video, we first detect the human faces that
appear in the video. Then, we recognize their corresponding
identities and facial expressions. We also calculate face size
and occlusion information. The whole process is as follows:
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Face Detection. We adopt a deep learning model
called MTCNN (Multi-task Cascaded Convolutional Net-
works) [46], a deep convolutional network to predict face
and landmark locations, to detect human faces in each
sampling frame. It achieves a better performance when
compared to other methods, such as OpenCV1 and dlib
library2. We can derive the position of each face fj in the
frame Ii, i.e., Fi = {fM1

, ..., fj , ..., fMi
}, where Mi is the

number of faces in Ii. Specifically, since a face is detected
in a rectangular area, we use the position of the rectangle
to represent the face. That is, fj = [xj , yj , wj , hj ], where xj
and yj are the coordinates of the left top corner, and wj and
hj are the width and height of the rectangle, respectively.

Face Recognition. Based on the faces detected in each
frame, it is necessary to identify each face with its cor-
responding person. Basically, we compare the input face
image with the query face database to find the most similar
one. A general approach to face comparison is through
image vectorization. Here we adopt facenet [47], a well-
established deep learning model for face recognition, which
can directly learn a mapping from face images to a compact
Euclidean space. The output after applying facenet to each
face image (resized to 160×160) is a 128-dimensional vector.
We can measure the face similarity based on the distance
between face vectors. After that, since one person can only
appear once in each frame, we consider face recognition as
an assignment problem instead of a classification problem,
and adopt the Hungarian method [48], which achieves a
better result in our scenario.

Emotion Recognition. Generally, there are two widely
used categories of emotion models: categorical (discrete) emo-
tion states and dimensional (continuous) emotion space. In the
categorical emotion models [49], emotions are modeled as a
few basic emotion types, such as happiness, sadness, and the
like, which are easy for users to understand. In dimensional
emotion models, emotions are modeled as points in a con-
tinuous n-dimensional space, such as the pleasure-arousal-
dominance (PAD) space [50] or the valence-arousal (VA)
space [51]. Although dimensional emotion models are more
flexible and richer in their descriptive powers, they are often
not transparent to people. Therefore, we adopt categori-
cal models due to their intuitiveness and understandabil-
ity [52]. We fine-tune a CNN model (ResNet-50 [53]) with
the FER 2013 dataset [54], a public and widely used dataset
for facial expression recognition. The emotions in this
dataset are categorized into seven types, i.e., emotionSet =
{“anger”, “surprise”, “happiness”, “neutral”, “sadness”,
“disgust”, “fear”}. The training dataset consists of 28,709
images and the test dataset consists of 3,589 images. The
human accuracy of this dataset is 65% ± 5% [54], while
the training model we use achieves an accuracy of about
71.2%, which is better than the human accuracy. The output
of the model is a set S of possible emotions with different
probabilities, i.e., S = {Pe|

∑
Pe = 1, e ∈ emotionSet},

where Pe is the probability of the corresponding emo-
tion in emotionSet. Finally, we determine the emotion of
the face as one category with the highest probability, i.e.,
Emotion = argmaxe∈emotionSet Pe.

1. https://opencv.org/
2. http://dlib.net/

Exploration of Influencing Factors. Many factors have
an influence on the accuracy of emotion recognition [12],
[55], such as face size, occlusion, image resolution, and
illumination effect. Considering those factors with obvious
impacts in our scenarios, here we mainly select face size and
occlusion, as these two factors directly reflect the difference
of children’s status in different time ranges within one
video. We propose a straightforward design to visualize
face size and occlusion, helping users better understand the
model results. Face size can be estimated by the area of
rectangles in face detection, and occlusion can be calculated
with an existing method [56].

3.3 Design Requirements
Before designing an approach for analyzing students’ emo-
tions from classroom videos, the first crucial question to be
answered is: what kind of design requirements are needed by
the teachers and parents for better analyzing students’ emotions
in classroom videos? Therefore, we worked closely with four
end users (two teachers (U1 and U2) and two parents (U3
and U4)) for more than six months by following a user-
centered design process. U1 and U2 are from two different
public kindergartens and have 6 and 7 years of teaching
experience, respectively. U3 is a mother of two kinder-
garten children. U4 is a father whose daughter has been
in a kindergarten for more than one year. We held weekly
meetings and also communicated through emails regularly
to identify their requirements. By presenting our prototype
system to our end users, we gathered their feedback and
iteratively refined the specific design requirements based on
Shneiderman’s mantra (overview first, zoom and filter, then
details-on-demand) [57] and Tamara’s nested model [58].
The requirements can be summarized as follows:

R1 Obtain the emotion status of all the people in a
video. Given a specific video, users have a great
interest in gaining a quick overview of the video
content. For example, what is the overall emotion
trend as the video progresses? What kind of emotion
dominates the video? Compared with checking the
original video back and forth, a visual overview
would greatly reduce the browsing burden.

R2 Uncover emotion patterns of an individual in a
video. After gaining an overview of the given video,
users concentrate on an individual of interest. For
example, most parents are concerned about their
own children, and they are likely to explore indi-
viduals in a video. What is the emotion pattern of
a selected person in this video? How do his/her
emotions evolve over time?

R3 Compare emotion portraits of different people.
Users would like to explore a person of interest,
especially to obtain his/her relative status in a
video. Further comparisons between different peo-
ple empower users to identify abnormal patterns.
For example, teachers may worry about a special
student in the class, and parents are curious about
whether their children behave differently compared
to others. Therefore, comparing different people’s
emotion patterns and measuring their similarity and
difference are very valuable for users.



IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS 5

R4 Reveal model uncertainty with influencing factors.
Emotion recognition algorithms are not perfect and
the accuracy is influenced by multiple factors [12].
Leveraging these factors properly can provide use-
ful cues for inferring underlying patterns. For exam-
ple, the accuracy of emotion recognition probably
decreases, when the algorithm processes a child face
image with a small face size in the video or occluded
by others. It would also be better to allow users to
investigate model accuracy and correct correspond-
ing errors if needed.

R5 Provide context for video analysis. The visual
analytics system is based on complex recognition
models and abstract data representation. Users also
want to know the original video context, which
helps them understand the analytical results and
validate assumptions. For example, what kind of
scenario leads to a change of emotions? Do their
assumptions about these findings make sense?

4 SYSTEM OVERVIEW

Fig. 2 demonstrates the whole pipeline of our system includ-
ing the data processing phase and the visual exploration
phase. The first phase processes a set of raw videos and
extracts emotions using computer vision algorithms. The
details are provided in Section 3.2. Then, based on the five
major design requirements (Section 3.3), we design an in-
teractive visualization system, which can support the visual
analysis of classroom videos at two different granularities:
the overall evolution patterns of all people’s emotions, and
the specific description of a person’s emotion evolution.

We implement a web-based system based on the Vue.js
front-end framework and the Flask back-end framework.
Fig. 3 shows that our system contains three major views,
namely, summary view (Fig. 3a-b), character view (Fig. 3c)
and video view (Fig. 3d). The summary view contains two
parts, namely, the emotion archives (Fig. 3a) on the left-hand
side and the emotion flow (Fig. 3b) on the right-hand side.
The emotion archives provide the proportion of the overall
emotional composition of the people in the video (R1).
The emotion flow summarizes the emotion evolution of
the people in the selected video (R1). In addition, selecting
people in the emotion archives connects corresponding lines
to the emotion flow, which can help users compare the
emotion evolution of selected people and identify certain
interesting patterns (R2-3). The character view provides a
visual signature of selected people, which enables users
to explore the relationship between emotion information
and influencing factors information (R4). Furthermore, this
kind of signature can facilitate users to make comparisons
between different people (R3). The video view shows the
video we are exploring, which presents pieces of evidence
for our exploration (R5). It also highlights all the faces
detected in the video and provides a series of interactions
for correcting inaccurate results caused by the model.

5 VISUALIZATION DESIGN

In this section, we first describe three design rationales of
our system based on the discussion with our end users (U1-
4). Then, we present a set of corresponding visual designs

Fig. 2. The visualization system pipeline for emotion-oriented video sum-
marization. After collecting raw videos, we go through a data processing
phase (face detection, face recognition, emotion recognition and factor
extraction) and store the extracted data into MongoDB. Then, we can
smoothly perform the visual exploration phase, including the overall
exploration and the detailed exploration.

aiming at the in-depth analysis of emotions in classroom
videos. For a unified color encoding, we use the following
color scheme, i.e., green for surprise, yellow for happiness,
gray for neutral, magenta for anger, blue for sadness, purple
for disgust, and cyan for fear, which is consistent with
conventions and also recommended by our end users.

5.1 Design Rationales

We followed the three design rationales below to design our
proposed system, EmotionCues.

Intuitive encoding and design. The target users of our
system are mainly teachers and parents, who may lack
the fundamental background of data visualization. Simple
visual designs with familiar metaphors are easier for them
to understand.

Smooth interactions with prompt feedback. The system
should support smooth interactions allowing an engaging
exploration for users to focus on the emphasized person
without distractions. The prompt visual feedback in re-
sponse to each interactive action can enhance the whole
system with a better user experience.

Multi-scale visual exploration. Emotion information ex-
tracted from videos covers a rich variety of content. Multi-
scale exploration giving both an overview and the details
can support a quick and thorough understanding of the
video content from the perspective of emotion.

5.2 Summary View

It is important to provide users with an overview of the
emotion evolution of individuals (R1). Thus, we design a
summary view to provide users with both a static and a
dynamic summary of the emotions: the emotion archives
(Fig. 3a) to visualize the emotion distribution of individuals
(static summary), and the emotion flow (Fig. 3b) to show the
dynamic evolution of these emotions (dynamic summary).

Emotion Archives. As shown in Fig. 3a, each horizontal
stacked bar represents one person, and the length of each
area inside indicates the number of occurrences of the
corresponding emotion. This design can provide users with
the basic emotion information of all the people in the video
and the proportions of each type of emotion they display.

The horizontal stacked bars are initially sorted by name.
To better compare different emotion components, this view
supports sorting interactions, which allow users to sort
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Fig. 3. Our visualization system for emotion-oriented video summarization with three major views. The summary view consists of two parts: the
emotion archives (a) display the emotion distribution of each person in the video, and the emotion flow (b) shows the overall and individual evolution.
The black dashed rectangles and thumbnails of faces in the emotion flow are added manually for illustration. The character view (c) describes a
selected person’s emotions with different factors, such as face size and occlusion. The video view (d) provides the original video and highlights
the faces detected in each frame. Children’s eyes are covered with black rectangles for privacy reasons. The same operation is also done for the
subsequent related figures.

horizontal bars according to different attributes, such as the
total amount of emotions and the dominant emotions. The
default ranking order in the horizontal stacked bar is based
on the legend order. Once users sort the horizontal stacked
bars by a specific emotion type, bars of this emotion type
will align on the right for easy comparison. Two examples
are shown in Fig. 7 (sorted by sadness) and Fig. 9a (sorted by
happiness). This view supports a selection interaction to fur-
ther analyze the person of interest. By clicking a horizontal
stacked bar, the corresponding person is highlighted with a
line connected to the emotion flow for further exploration.

Justification: We considered alternative designs before fi-
nally adopting this design. For example, a pie chart for each
person encodes the distribution proportion. However, it is
difficult for users to recognize the number of occurrences of
each emotion in a pie chart. Moreover, it does not support
an intuitive comparison among different people. When they
are ranked based on the degree of happiness, the pie chart
cannot provide direct visual cues. Inspired by Lineup [59],
we adopted the horizontal stacked bar design.

Emotion Flow. The emotion flow (Fig. 3b) comprises
four major parts, namely, an emotion band, an offline band,
an influencing factor bar chart, and a navigation timeline
from top to bottom.

The emotion band mainly adopts a flow-based design.
The order of the emotion band follows the legend order,
i.e., positive emotions at the top, neutral emotion in the
middle, and negative emotions at the bottom. The width of
each band encodes the number of people at that timestamp.
Our end users (U1-4) are all satisfied with this flow design,
which reveals the overall emotion evolution clearly.

The offline band shows the number of persons who
have appeared in the video but are not identified in the
scene at that moment owing to various reasons such as face
occlusion and being outside the scene. When many people
are not captured, the offline band may look prominent.
To get a better visual effect, we allow users to configure
different styles of the offline band, such as the gray area
and dashed line area. The branches flowing in or out of
the offline band are hidden by default since they can cause
severe visual clutter. When users brush an area in the offline
band, the corresponding flows will show up (Fig. 7f).

The influencing factor bar chart mainly shows the aggre-
gation information of face size and occlusion (R4). We use
a bar to encode different influencing factors for each time
span. The height of the bar indicates the face size detected in
the video (the higher, the larger face size), whereas the black
shading area of the bar represents the occlusion degree.

The navigation timeline at the bottom of the emotion
flow (Fig. 3b) is connected to the video view and mainly
used for navigation. Once users click on the timeline, the
video view locates the corresponding frame. As this view
aggregates information over a time span, we allow users to
customize this span via the aggregation slider. For example,
users can set the interval value to 30 seconds, then the view
of the aggregation information is based on 30 seconds. We
simply adopt the maximum and average strategies to de-
termine the final emotion and calculate influencing factors
in this span, respectively. Other aggregation strategies can
easily be adopted by our system.

Moreover, we use lines to connect the emotion archives
to the corresponding flows. Each line represents a person,
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Fig. 4. Alternative designs for emotion flow. (a) A line-based design,
where each line represents an emotion. (b) A stream graph-based
design, where each layer corresponds to an emotion. (c) A sequence-
based design, where each thread shows a person’s emotion evolution.
(d) A storyline-based design, where each line illustrates a person and
emotion categories are regarded as locations.

starting from a person selected in the emotion archives, and
then connects to his/her emotion flow. Therefore, users can
easily track personal emotion evolution (R2) and compare
the emotion evolution of different people (R3).

Justification: Before adopting a flow-based design to de-
scribe the emotion evolution, we discussed several candi-
date designs, which are shown in Fig. 4. In the beginning,
we considered using lines to show the emotion evolution.
However, multiple lines corresponding to various emotions
may lead to severe visual clutter (Fig. 4a), which makes it
challenging to capture the video content. In order to allevi-
ate the visual clutter, we turned to a stream graph, where
different layers represent different emotions. This kind of
design (Fig. 4b) directly shows the variety of emotion distri-
bution over time. However, the stream graph design hardly
provides hints for the emotion evolution of individuals. To
reveal personal emotion evolution, we considered using a
sequence-based design. As shown in Fig. 4c, each thread
represents a person, and emotions are encoded by differ-
ent colored dots along the thread. This design can easily
track the emotion evolution at a personal level. However,
it is hard to discover relationships among different people.
Therefore, we considered a storyline-based design, where
each line represents a person, and each emotion category
can be regarded as a location. As shown in Fig. 4d, we can
observe interactions between different people. However, our
end user (U3) commented that “It is a little complicated.
Since we have video data, it would be better to give a
simple summary view and provide some hints for seeking
the corresponding frames in the video data”. After further
discussing with end users (U1-4), we came up with the flow-
based design, which shows the overall emotion evolution
and individual emotion evolution with interactions. The end
users (U1-4) felt satisfied with this design.

5.3 Character View

The character view visualizes the emotion status of a se-
lected person (R2) with a portrait glyph. Comparison be-
tween different emotion portraits enables users to identify
and compare the characteristics of different people (R3). As
shown in Fig. 5, we adopt a tailored donut chart in this
design. Each annular sector on the outer part represents
an emotion. The area of each annular sector illustrates the

Fig. 5. Portrait glyph design. (a) Time-based circular design: the first
circle is used to encode emotion evolution and the second circle is used
to encode occlusion information. A node-link graph in the middle is used
to show the transitions among different emotions. (b) Emotion category-
based design (separation based on each emotion’s proportion). (c)
Emotion category-based design (equal division): each annular sector
represents the number of each emotion, and each slice encodes face
information detected in the video (slice size for face size and opacity for
occlusion). A chord diagram in the middle shows the transitions among
different emotions.

amount of the corresponding emotion which appears in
the video. We calculate the height of each sector using the
following equations: S =

θ

360
π(R2 − r2)

R = r + h
⇒ h =

√
360 ∗ S
θ ∗ π

+ r2 − r

where θ, h, and S are the degree, height, and area of
the annular sector respectively. Meanwhile, r and R are the
inner and outer radius respectively. These annotations are
illustrated in Fig. 5c.

Each annular sector is further divided into multiple
small slices. The total number of slices within each sector is
displayed beside it, as shown in Fig. 5c. Each slice represents
information of the selected person at a particular frame, con-
sisting of the emotion, face size, and occlusion. The slice size
encodes the face size, and its opacity encodes the occlusion
extent. Low opacity of the slice indicates that recognizing an
emotion at that time is difficult. That is, the corresponding
person is severely occluded and the recognition result is
likely to be incorrect. For example, a person with a larger
and unobstructed face at that time corresponds to a larger
and visible slice in our system. Moreover, the contour-based
treemap [60] sheds light on our layout to place these slices.
For each annular sector area, slices are arranged by time, in
a clockwise and outward direction.

In the center of the portrait, we adopt a chord design
to encode transitions among different emotions. The chord
thickness represents the frequency of the emotion transfer.
For example, a person whose emotion switches from neutral
to happiness will often have a thick gray chord from the
neutral sector (gray) to the happiness sector (yellow).

We can easily observe detailed emotion information and
influencing factors for the person of interest (R4) with such
a tailored donut chart design. Also, the comparison of the
basic emotion information between different people (R3) be-
comes easy with the screen snapshot function. If users want
to explore details, they can click the snapshot of interest for
further exploration. Snapshot examples are demonstrated
on the left-hand side of the character view (Fig. 3c).

Justification: Before determining an emotion category-
based design to describe detailed emotion and influencing
factor information, we considered several alternative de-
signs. First, bar charts were our initial design. However,
they require much space and it is not easy to integrate other
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Fig. 6. An interactive method for users to correct an inaccurate label
for the highlighted girl. The left-hand side (a) shows the interface for
correcting face recognition results, while the right-hand side (b) shows
the interface for correcting emotion recognition results.

designs into bar charts. Thus, we preferred a circular design,
which is space efficient and easy to integrate with other
designs like the chord we used in Fig. 5c. We also considered
encoding temporal information around the circle (Fig. 5a).
Nevertheless, it is difficult to show more details and provide
a quick overview for comparison. Then, we further explored
the category-based design with a chord diagram. For the
circular information encoding, we compared the designs
between equal division (Fig. 5c) and separation based on
the proportions of different emotions (Fig. 5b). That is,
for the equal division design, we assigned the same angle
to each emotion. As for the latter, we divided the whole
circle on a proportional basis according to each emotion’s
appearance. However, when an emotion accounts for a
tiny proportion, it is difficult to inspect it clearly in this
design. After discussing with our end users (U1-4), they all
appreciated the equal division design (Fig. 5c), which clearly
reveals the relationships between emotions and influencing
factors. Therefore, we chose the equal division (Fig. 5c) as
our final design.

5.4 Video View
We provide the original video for users to explore in the
video view. Users can play the video at slow, normal, or
fast speeds. When users pause the video, the corresponding
faces in each frame are highlighted. Users can also pick out
the parts of interest for further exploration based on their
observation from the emotion flow. This view is mainly used
for providing evidence for users (R5). When users explore
other views and find something interesting, they can link to
corresponding frames in the video view. Accurately extract-
ing information from a video is a challenge. Therefore, we
provide an interactive way for users to correct this inaccu-
racy (Fig. 6). When users identify a wrongly labeled person,
they can click on the person and select the correct label. The
face label will be automatically updated in the database.
Similarly, users can correct the emotion information. With
this method, users are allowed to interactively correct any
inaccurate information caused by models.

5.5 Interactions
Based on the design rationales we identified, our system
should support simple but effective interactions, such as
click, brush and hover, to facilitate users in exploring video
data. Here, we summarize the interactions provided in our
proposed system.

Linking. The three views in the system are linked
together. For example, when users click on the timeline
below the emotion flow in the summary view, the video
view displays a corresponding frame and vice versa. When
playing the video, the black vertical line in the emotion
flow will move forward at the same pace. Once users select
a person of interest, the corresponding portrait is shown
in the character view. Since each slice represents a face
extracted from the video, an interaction is provided to seek
the corresponding face by clicking a slice in the portrait
glyph. This interaction can help users obtain evidence from
the video to verify their findings.

Filtering. We adopt a set of filtering interactions to
improve the scalability of the system and alleviate the visual
clutter. Users can select people of interest, then the corre-
sponding lines show how the selected people’s emotions
evolve in the emotion flow. One emotion can be dominant
in some videos, and users are allowed to filter out some
emotions and focus on the emotion of interest.

Configuration. The system enables users to make con-
figuration changes. For example, users can set the time span
used in the summary view by adjusting the slider bar at the
top. The corresponding views are then updated. Also, users
are allowed to configure different styles of the offline band
to have a better visual effect.

6 USE CASES

In this section, we present two use cases to evaluate our
proposed system, EmotionCues. In the first case, a teacher
used EmotionCues to explore kindergarten videos. In the
second case, a professor applied EmotionCues to analyze
university seminar videos. The first case directly targets
kindergarten scenarios, while the second case further ex-
amines the effectiveness when our system is applied to
other similar scenarios. Neither the teacher nor the professor
was involved in designing EmotionCues. After introducing
the system, we asked users to freely explore corresponding
videos with our system in a think-aloud protocol. The main
tasks of their exploration are: 1) find out the overall emotion
status and engagement of the students; 2) explore some
students of interest; 3) compare the emotion distribution
and evolution of different students. We recorded their explo-
ration process and findings with their consent. Finally, we
interviewed the users and collected their feedback. Please
note that the videos used in the following cases have been
authorized for use for research purposes. We covered the
eyes with black rectangles to avoid revealing their identities,
as shown in Figs. 3, 6, 7, 8 and 9.

6.1 Case One: A kindergarten classroom video

Here we report the case when a teacher was exploring
a kindergarten classroom video. The video lasts about 10
minutes. Fifteen children are sitting on the ground and
listening to a story told by a caregiver in the video. The
teacher has about 4 years of teaching experience. Her duty
is to teach a class of 20 children. She told us that she needs to
pay attention to the children’s status, for example, whether
they are happy and whether every student is engaged in
her class. Manually reviewing the classroom videos is often



IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS 9

Fig. 7. Findings in Case One. (a) The top four children are listed by sadness sorting. (b) Two children with short stacked bars. (c) A happy moment of
children is located by observation of the emotion flow. (d) Child 9 leaves the camera. (e) Child 9 comes back. (f) Brush interaction on the offline band.
(g) Four portrait glyphs of the four children. The black dashed rectangles and thumbnails in the summary view are added manually for illustration.

very time-consuming, so she showed great interest in trying
EmotionCues on exploring the classroom videos.

The first goal of the teacher was to observe the overall
emotion status of all the children and the emotion evolution
of each child in the video. Such kind of information can help
her know the children’s feelings about her teaching during
the class. When she was analyzing the video with Emotion-
Cues, she chose to look at the summary view first and the
emotion archives directly showed the emotion distribution
of children (Fig. 7). She found the dominant emotion was
neutral, followed by sadness, happiness, and anger (R1).
The same distribution was also observed in the emotion
flow (R1). She could easily find some happy moments in
the video, where the children were imitating the caregiver’s
actions (Fig. 7c). Then she observed that the stacked bars of
Children 6 and 8 were very short (Fig. 7b). After checking
the emotion flow and the video view, she quickly discovered
that the two children’s faces were often totally occluded by
others and sometimes moved off the screen (R5). Further,
she found an interesting student, Child 13, as his major
emotion was anger (Fig. 3a), which was different from the
other students. She clicked the name of Child 13 in the
emotion archives (Fig. 3a) to further explore the details (R2).
She found that it was mainly due to the partial occlusion
of Child 13’s face, which is clearly indicated by the high
percentage of the black shading area of the influencing
factor bar chart (Fig. 3b). This kind of visualization of
the potential uncertainty effectively informed her of the
potentially inaccurate emotion recognition results (R4).

Apart from exploring the overall emotion distribution,
the kindergarten teacher also wanted to explore the emotion
status of the children of her interest (R2) and compare the
emotions of different children (R3). Initially, she felt con-
fused and asked why sadness was so prevalent. She sorted
the children by sadness and selected the “top four saddest”
children (Children 12, 5, 9 and 7) in the emotion archives
(Fig. 7a). Then she checked the snapshots of their portrait
glyphs in the character view (Fig. 7g) and the corresponding
frames in the video view (R5). These children were indeed
recognized as being sad in some frames when they were
actually listening to the teacher carefully. In addition, she

further compared these four children. She observed that
both Children 9 and 7 have shorter stacked bars compared
with Children 12 and 5 (R3). Similarly, the portraits of
Children 12 and 5 were denser than the portraits of Children
9 and 7, as shown in Fig. 7g. After checking the original
video through linking interactions, she easily found that this
was because the camera did not capture Children 9 and 7 in
some moments (R5). Further, she noticed that the portraits of
Children 9 and 7 told an entirely different story. The portrait
of Child 7 had more shallow slices, which indicated that
he was very often occluded by others. While the portrait
of Child 9 indicated she did not have too much occlusion.
By checking the video view, she found that Child 9 left
the camera scene for a period of time (Fig. 7d-e), while
the place where Child 7 sit was easily occluded by others
(R4). She further noticed that the thick chords in the center
showed that Child 9 was more likely to have switched from
sadness to neutral, while Child 7 was more likely to have
switched from neutral to sadness. These two children had
different feelings in the class, and the teacher said that this
was an interesting finding and worth further checking with
the children.

Fig. 8. Two different events of the same group seminar. (a) An academic
presentation. (b) An internship experience sharing. (c) One happy mo-
ment of the internship experience sharing is highlighted.
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Overall, she felt that it was easy to use EmotionCues and
it can effectively help her explore the emotion status of
children and track their evolutions. She highly appreciated
the summary function and smooth interactions, which can
save her much time. However, she commented that emotion
recognition was not so accurate. She was glad that we
have considered the model uncertainty by visualizing the
influencing factors, which could give her hints about the
inaccurate results. For those portrait glyphs, she commented
that though they looked complicated at first glance, it was
actually easy for her to understand after the introduction.

6.2 Case Two: Seminar videos

In this case, we worked with a professor in a university who
needs to weekly organize group seminars with students in
a research lab. She was very interested in using the system
to monitor and improve the quality of the seminars. Previ-
ously, she often needed to talk to students and collect their
feedback about each seminar. However, our video-based
approach and system could make the whole process more
accurate and efficient. She explored two videos which record
two events in a seminar: one video is about an academic
talk where a postgraduate student presents his research idea
and seeks feedback from the audience, and the other video
is an experience sharing event where another postgraduate
student shares his 4-month overseas internship experience.
The two videos are 32 and 24 minutes, respectively. Thirteen
students appear in the videos.

The first goal of the professor was to get a quick sum-
mary of students’ emotions in the seminar events, which
could directly indicate the audience’s feedback about the
seminar. Previously, she got feedback from students by talk-
ing to them, which, however, was a bit subjective and time-
consuming. When using EmotionCues to analyze the two
seminar videos, she was able to get a quick and insightful
emotion summary from the summary view. As shown in

Fig. 8, it was easy to distinguish the differences between the
two seminar events (Fig. 8 a-b). For the academic presenta-
tion, more students tended to be neutral, sad or angry (R1).
At first glance, she was a little confused with the sadness
and anger emotion. Then with the help of linking interac-
tions, she checked the corresponding frames in the video
view (R5). She found that when the students looked serious
or confused, the backend emotion recognition tended to
recognize their emotion as sadness or anger. Though these
labels were not technically correct, they reflected the overall
emotion status of students when the students were focusing
on the seminar and thinking about the research questions
posed by the presenter. For experience sharing, the professor
quickly found that there was less sadness and anger, and the
students looked happier, which was quite different from the
academic presentation event (R1). This was mainly because
the second seminar presenter shared many interesting find-
ings and stories during his overseas internship. A screenshot
of the happy moment during the experience sharing event
was shown in Fig. 8c.

The professor was also quite interested in exploring the
engagement of students in the seminar, as their emotion
could indicate whether they were engaged in the seminar
events or not. She selected the video of the experience
sharing event for further exploration. It seemed that most of
the students were engaged in this activity, since the majority
of them had long stacked bar charts and showed more
positive emotions (Fig. 9). As shown in Fig. 9a, after sorting
the emotion by happiness, the professor easily found that
Student 4 had most happiness. She further clicked Student
4 in the emotion archives to check the details. The major
emotion of Student 4 was happiness, followed by neutral
and sadness (R2). Since the experience sharing was full of
joy, the professor was curious about why Student 4 showed
such sadness. She further checked the video view and found
that Student 4 was sometimes felt confused about the con-
tent, which looked like sadness in terms of facial expression.

Fig. 9. Two students in the experience sharing event of the seminar. (a) A more engaged student. (b) A less engaged student.
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In other moments, the influencing factor bar chart had a
higher occlusion value. This was because Student 4 put her
hands in front of her, which caused occlusion (R4). Some-
times, the girl could not even be detected. The professor
also explored another interesting student, Student 12, as his
stacked emotion bar (Fig. 9b) was much shorter than others,
indicating that he appeared in much fewer frames of the
whole video (R2). After checking the details in the emotion
flow view and video view, the professor quickly understood
the reason for this: Student 12 seemed distracted and he was
always bowed down and looking at his notebook (R5). This
made his face not able to be detected (Fig. 9b).

Overall, the professor said that she was excited to use
EmotionCues for analyzing the seminar videos and con-
firmed the usefulness of EmotionCues. She also pointed
out some limitations of EmotionCues. For example, some
emotion labels need to be interpreted in context. It would
be more helpful if EmotionCues can directly visualize the
engagement of students in a classroom.

7 INTERVIEWS AND FEEDBACK

To further evaluate the usefulness and effectiveness of our
system, we also conducted semi-structured interviews. We
interviewed both end users and domain experts to exten-
sively evaluate our system. The end users are our four afore-
mentioned collaborating end users (U1-4), while domain
experts are three experts (E1-3) with background knowledge
about our target scenarios. Specifically, E1 is a CEO of a com-
pany and has worked closely with kindergartens for more
than five years. E2 is a university professor, who has been
working in education and childcare for more than 20 years.
E3 is a university professor and his research interests mainly
focus on the engagement of classes and online education.
None of the experts have been involved in the design of
EmotionCues. Each interview lasted for about an hour. We
first briefly introduced EmotionCues. Then we went through
an example to explain the functions and visual encoding of
EmotionCues. After that, we allowed them to freely explore
our system in a think-aloud protocol. Considering the key
steps of exploring videos with EmotionCues, we designed the
following tasks for their free exploration:

• Describe the overall emotion distribution and emo-
tion evolution in the video.

• Select a person of interest and explore how his/her
emotions evolve over time.

• Find a person who is most different from the person
you selected in terms of emotion distribution and
emotion evolution and explore the major reasons for
the differences.

• Correct some inaccurate recognition results through
interactions with EmotionCues.

During the process, we conducted audio-recording with
their permission, in order to accurately collect their feed-
back. Their feedback is summarized as follows:

Feedback from end users. They were satisfied with the
visual designs of the system, since it was straightforward
and met their requirements. They also expressed that the
system was easy for them to use. Further, they all agreed
that this system can help them better analyze students’
emotion status and engagement from both collective and

individual perspectives. As teachers, U1 and U2 needed
to pay attention to the whole class, so they liked to use
the summary view to observe the overall emotion status
from the summary view. They highly appreciated the design
of the offline band to represent some students who were
not captured by the cameras. What is more, both U1 and
U2 encouraged us to capture more in-class behaviors of
students, such as focus and distraction. As parents, U3 and
U4 paid more attention to exploring children’s portraits
and comparing different children in the character view. At
first glance, they thought the portrait glyphs may be a bit
complicated. However, after using EmotionCues for a while,
they felt that it was easy to understand and use. Also, the
snapshot function was useful for comparing the emotion
distributions of different children.

Feedback from domain experts. All the experts appre-
ciated the idea of summarizing classroom videos from an
emotion perspective. Both E1 and E2 highly appreciated the
idea that revealing the model uncertainty with some influ-
encing factors, which can give users some useful hints about
the model performance and children’s situations. E3 would
like to analyze the engagement and teamwork of students
in a flipped classroom with such a system. They gave some
further suggestions for improvements. For example, they
encouraged us to consider other information in the videos,
such as sound and movement. E3 recommended a search
function for quickly finding students of interest, as well
as an interaction to automatically cluster similar portraits
for comparison. E2 suggested improving the layout of the
lines in the emotion flow, so that visual clutter can be well
reduced when multiple children are selected.

8 DISCUSSION AND LIMITATIONS

The core research question we focus on in this paper is to
explore how visualization techniques can be used to help
teachers and parents better analyze students’ emotion status
and their engagement in classroom videos. By working
closely with the end users, we compiled a list of detailed
user requirements, which further guides the design of our
visualization system, EmotionCues. It combines automatic al-
gorithms with effective visual designs, where the automatic
algorithms extract emotion data from classroom videos and
the visualization interface enables interactive exploration.
Two use cases and interviews with both end users and
domain experts provide support for the usefulness and ef-
fectiveness of our proposed system. However, there are still
some issues that need further discussion and clarification.

Privacy Issue. We need to carefully consider and bal-
ance the tradeoff between positive use cases and abuse of
classroom videos. One of the potential issues of analyzing
classroom videos is privacy protection. For example, there
have been some discussions on whether the video cameras
should be installed in the classroom3, which is beyond the
scope of this paper. Though we gain the permission from
the kindergartens and parents for using the kindergarten
videos for research purposes, we have also tried our best to
protect the privacy. For example, we have tried not to reveal
the identity information of each child, as shown in Figs. 3,

3. http://www.debate.org/opinions/should-classrooms-have-
video-cameras
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6, and 7. In real applications, the privacy protection should
be achieved through strict control on the access to the video
data. For example, each parent can only be granted to access
the video and the corresponding extracted information of
their own children.

Model Performance. EmotionCues is built on the existing
algorithms of face detection, face recognition and emotion
recognition, and employs their results for further visual
analysis. Thus, the performance of the algorithms has an
influence on the effectiveness and usability of EmotionCues.
Since most datasets mainly contain non-children and non-
infant images, we further fine-tune the model with an emo-
tion dataset of children (1000 images in total), to improve
the model in recognizing children’s emotions. The dataset
is collected and labeled by the collaborating kindergartens.
Each image is labeled by three teachers and the emotion
for each face is annotated as the emotion tag labeled by
most teachers. In the fine-tuning procedure, we augment
the dataset by using some widely-used data augmentation
techniques, e.g., rotation, shifting and scaling. We remove
the last fully-connected layer (output layer), run the pre-
trained model as a fixed feature extractor and then use the
resulting features to train a new classifier with the small
dataset. Also, before finally choosing the current algorithms,
we sampled frames from the current video datasets and
manually label them to verify their performance. Specifi-
cally, we evenly sample 100 frames from each video intro-
duced in Sections 6.1 and 6.2, where about 10∼15 persons
appear in each frame. For face detection, our results show
that our approach can correctly detect 1040 faces out of 1084
faces (an accuracy of 95.9%) in the kindergarten video and
correctly detects 1188 faces out of 1234 faces (an accuracy
of 96.3%) in the seminar video. For emotion recognition,
our approach can achieve an accuracy of 64.8% and 68.5%
in the kindergarten and seminar videos, respectively. With
some more advanced models available, the current models
can easily be replaced by other advanced models.

Emotion Recognition. We have carefully considered
the situations that the emotions of students are not easily
captured or recognized correctly. These situations are in-
evitable in real life. For example, in some classroom set-
tings, such as participatory exercise and game activities, it
is not easy to capture students’ emotions correctly. There-
fore, we have designed the offline band to represent those
students’ emotions which are not captured and provided
some interactions to correct inaccurate labels. Further, we
have integrated some factors that may adversely affect our
emotion recognition to give users more hints on students’
situations. Our evaluation results demonstrate the useful-
ness of these visual hints. However, how many details
about the model uncertainty are “just right” for different
users to trust different results is beyond the focus of this
paper. What is more, we are also aware that children’s
facial expressions can provide parents and teachers with
hints on the children’s learning and emotion status, but
it may not always accurately indicate their real thoughts.
Better measurements that consider more factors could be
explored in the future. For example, it would be interesting
to integrate other data channels, such as audio data and
motion/gesture information, which can provide users with
more details.

Scalability. In general, there are two scalability issues.
First, the number of faces in the videos we showcased is
about 15. Too many faces in a single video tend to cause
inevitable visual clutter due to limited screen space, espe-
cially in the emotion flow view. We plan to explore more
interactions besides the current filtering. Second, longer
videos tend to generate a more complicated emotion flow
graph. We may split the longer videos into several parts via
user interaction or computer vision techniques so that users
can concentrate on those parts with potential patterns, e.g.,
wide mood swings. Also, it might be a good idea to adopt a
semantic sampling method to extract emotions from a video
instead of even sampling.

Generality. It is better to involve more end users to
further improve and evaluate our system. In addition, Emo-
tionCues is proposed for analyzing emotions in classroom
videos, but it is not limited to classroom videos and can
be extended to other similar application scenarios, such
as analyzing the emotions of characters in a movie, the
players’ emotions in a contest, and the patients’ situations
in psychological settings like group or individual therapies.
However, it may not be suitable for those general videos
where few people appear or it is hard to capture people’s
emotions due to low resolution.

9 CONCLUSION AND FUTURE WORK

We have presented EmotionCues, a visual analytics system
for effectively summarizing emotions in a given classroom
video. To tackle the challenge of unperfected recognition
algorithms, a novel visual encoding of emotion portraits,
incorporating several important factors for revealing the
model uncertainty, is proposed to provide an insightful
interpretation of classroom videos. In addition, some well-
established techniques, such as stacked bar charts and flow-
based graphs, are extended and integrated into our system,
supporting visual analysis of students’ emotion evolution
from both collective and individual perspectives. A rich set
of interactions is also provided for flexible visual explo-
ration. Two use cases and interviews with the end users
and domain experts show that the system enables users to
explore students’ emotions in classroom videos.

There are multiple venues for future work. First, we
plan to incorporate more influencing factors into our system
to help better understand the video content from the per-
spective of emotion. For example, the head pose including
yaw, roll, and pitch angles will be helpful for understanding
a student’s emotion status. In addition, we would like to
further improve the proposed system by better integrating it
with more advanced emotion analysis algorithms. Further-
more, we plan to extend our work to other kinds of videos
such as films and presentation videos.
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